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The von Neumann model of computing



1943: theoretical model for neural networks



1958: first hardware implementation



1967: first deep learning implementation



1980: first convolutional neural network



2011: deep learning is superhuman



What took so long? Why now?

1. Training data (data explosion and open source)

2. Optimisation algorithms (e.g. back-propagation)

3. Computation (e.g. GPUs, TPUs, cloud computing)

4. Funding and investment





Statistics vs ML vs AI
• Statistics aims to infer conclusions from data, provide 

estimates/inference, tests hypotheses and causality.


• Machine learning aims to create predictive models that can 
generalise well to new unseen data. Does not necessarily 
require interpretability.


• Artificial intelligence is a broader field encompassing 
systems capable of performing tasks that normally require 
human intelligence. Includes ML, natural language 
processing, robotics, computer vision.



Components of any ML analysis
1. A Goal

2. Training data

3. Features

4. The Model Architecture

5. Inference/Optimisation

6. Validation
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1. The Goal

Can we classify each player as 
either a batsman or a bowler?
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2. Training data

Divide our training data by 
innings. Let’s train on the first 
innings and validate on the 
second. 
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2. Training data

Divide our training data by 
innings. Let’s train on the first 
innings and validate on the 
second.


Let’s also assume our data are 
labelled.
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3. Features

Should we look at who the 
wickets are attributed to?
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3. Features

Should we look at who the 
wickets are attributed to?


Or who bowled the ball?
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4. Model Architecture

Via what function should we 
classify these points?
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5. Inference/Optimisation

What is our loss function? What 
are we optimising?





Do we need any regularisation?

∑
i

𝕀{label ≠ modelled}
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6. Validation

Let’s evaluate out model based 
on out of sample predictions.


What happened here?



Postmortem: 2023 Ashes, 2nd Test, Lord’s
• Are there only batsmen and bowlers? Were we 

correct in asserting k = 2?


• Is there labelling errors? What defines a bowler? 
Smith bowled for 1 over, is he a bowler?


• Are there any other features? What is the effect of 
including too many?


• How much data are enough data?



Types of Machine Learning
• Supervised Learning 

• Regression and classification


• Unsupervised Learning 

• Clustering, dimension reduction, feature analysis


• Reinforcement Learning 

• Robotics, game AI
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Supervised Learning 
• A type of machine learning where the model learns from labelled data


• The model is provided with input-output pairs (X, Y) where


• X are the input features


• Y is the target labels


• Common supervised learning tasks:


• Classification: predict a discrete label (email spam, medical diagnosis) 

• Regression: predict a continuous label (housing prices, remaining useful life) 

• Training phase: The model is trained so as to minimise some distance/loss of 
the model predictions from the observed Y



Linear Regression
• Fits a linear relationship between the 

input features X and a continuous 
output variable Y





• Goal: the  are trained to minimise 
some loss on 


• Advantage: simple, interpretable, 
easy to fit


• Disadvantage: isn’t necessarily a 
good model (too simple)

Y = β0 + β1X1 + … + βmXm + ϵ

βi
ϵ



Support Vector Machine
• Finds the best hyperplane that maximises the 

margin between different classes in the data


• Goal: maximise the margin, defined at the 
distance between the support vectors and the 
hyperplane


• For non-linear data, there are some nice tricks 
to project the data into a higher dimensional 
feature space


• Advantage: can capture non-linear, works with 
smaller data


• Disadvantage: can be sensitive to 
parameterisation, needs well defined margin

H1 H2 H3

X1

X2



Support Vector Machine



Neural Networks
• Inspired by the human brain for both classification and regression


• Composed of layers of interconnected nodes that transform input data to 
meaningful outputs


• Components: input layer (raw features), hidden layer (transformations), output 
layer (final predictions)


• Each neuron in the hidden layer applies a weighted sum of inputs, passes 
through an activation function, and sends that output to the next layer


• The network learns by adjusting the weights through backpropagation, which 
minimises the prediction error


• Advantages: can model highly non-linear/complex relationships


• Disadvantages: requires lots of data and computational power
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Unsupervised Learning 
• A type of machine learning where the model learns from unlabelled data


• The goal is to find patterns, groupings or structures in the data without 
predefined output labels


• Common supervised learning tasks:


• Clustering: grouping similar data together (anomaly detection, market 
segmentation) 

• Dimension reduction: reduce the number of features whilst preserving 
important information (compression, trend analysis, customer preference) 

• Common algorithms include k-means clustering, hierarchical clustering, 
principal component analysis, autoencoders



K-means clustering
• Divide data into K distinct clusters. 

Each data point is assigned to the 
cluster with the nearest centroid.


• Typically uses Euclidean distance as 
the measure.


• Advantages: easy, works for large 
data, works well when separation is 
large


• Disadvantages: requires 
specification of K, struggles with 
irregularly shaped clusters



Principal Component Analysis
• Transforms high dimensional data 

into fewer dimensions whilst 
preserving as much variability as 
possible


• PCA finds new features called 
principal components which are 
linear combinations of the new 
features


• The principal components are 
orthogonal and capture the 
directions of maximum variance



Autoencoders
• A type of neural network for unsupervised learning and dimensionality 

reduction


• Compresses the inputs and reconstructs them as accurately as possible 


• Encoder: compresses the input into a smaller representation


• Latent space: compressed version of the input


• Decoder: Reconstructs the input from the latent space


• Advantages: good for complex high-dimensional data, can capture 
nonlinearities


• Disadvantages: needs lots of data, careful tuning, can overfit



Autoencoders



Reinforcement Learning 
• A type of machine learning where an agent learns to make decisions by 

interacting with an environment so as to maximise some reward


1. The agent takes an action in a given state


2. The environment responds with a new state and reward


3. The agent updates its strategy based on the reward, aiming to maximise


• Advantages: suitable for problems where correct action is not obvious, and 
rewards are complex and delayed


• Disadvantages: requires large amount of training data, must be able to 
simulate environment, can be very difficult to tune



Reinforcement Learning 

https://www.youtube.com/watch?v=L_4BPjLBF4E


The Machine Learning Workflow
• Data collection and pre-processing 

• Cleaning, normalisation, missing values


• Model training and hyper parameter selection


• Model selection, algorithm selection, computational resources


• Model evaluation and cross-validation


• Accuracy, precision, recall



Overfitting and Underfitting
• Overfitting: the model learns not only the underlying patterns, but also the noise 

in the training data


• High performance on training data, low performance on validation data


• Model is too complex


• Underfitting: The model is too simplistic and fails to capture the underlying 
patterns in the data


• Poor performances on both training and validation data


• Model is too simple


• Remedies: Regularisation, cross-validation, more data, feature engineering



Overfitting and Underfitting



Real-world Use Cases
• Smart-phone face recognition, voice recognition, speech-to-text


• Netflix movie recommendations


• Google advertisement recommendations and basket analysis


• Predictive analytics for healthcare


• Financial fraud detection


• Self-driving cars


• Natural language processing, e.g. ChatGPT



Challenges and Future Trends
• Model interpretability


• ML models are commonly considered ‘black-boxes’ 


• Difficult to communicate the why; e.g. in engineering, healthcare, finance 

• Computational resources 

• More complicated models require non-linear increase in compute time


• Environmental concerns, inequality barrier 

• Ethics and bias 

• Models can reflect biases in the training data leading to unintentional 
consequences in decision making (e.g. racial profiling)



Where and how to learn more
• An Introduction to Statistical Learning. James, Whitten, Hastie, Tibshirani


• Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow. Géron


• Learn a language other than MATLAB (probably python, maybe Julia or R)


• Andrew Ng’s Coursera modules: Machine Learning and Deep Learning 

• Youtube: 3Blue1Brown, StatQuest, Corey Schafer, MIT, sentdex


• Mathematics, statistics, machine learning and coding are best learnt by 
doing and not by passive learning


